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NLTK Web

created in 2001 in the University of Pennsylvania
as part of a computational linguistics course in the Department of
Computer and Information Science
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NLTK book examples

1 open the Python interactive shell python3
2 execute the following commands:

>>> import nltk
>>> nltk.download()

3 choose"Everything used in the NLTK Book"
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NLTK book.py

Source code: https://github.com/nltk/nltk/blob/
develop/nltk/book.py

1 from __future__ import p r i n t _ f u n c t i o n
2 from n l t k . corpus import ( gutenberg , genesis , inaugura l , nps_chat ,
3 webtext , treebank , wordnet )
4 from n l t k . t e x t import Text
5 from n l t k . p r o b a b i l i t y import FreqDis t
6 from n l t k . u t i l import bigrams
7
8 pr in t ( " * * * I n t r o d u c t o r y Examples f o r the NLTK Book * * * " )
9 pr in t ( " Loading tex t1 , ... , t e x t 9 and sent1 , ... , sent9 " )

10 pr in t ( " Type the name of the t e x t or sentence to view i t . " )
11 pr in t ( " Type : ' t e x t s ( ) ' or ' sents ( ) ' to l i s t the ma te r i a l s . " )
12
13 t e x t 1 = Text ( gutenberg . words ( ' m e l v i l l e−moby_dick . t x t ' ) )
14 pr in t ( " t ex t1 : " , t ex t1 . name)
15
16 t e x t 2 = Text ( gutenberg . words ( ' austen−sense . t x t ' ) )
17 pr in t ( " t ex t2 : " , t ex t2 . name)
18 ...
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NLTK book examples

Great, a couple of texts, but what to do with them? Well, let’s explore
them a bit!
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nltk.text.Text

1 from n l t k . corpus import gutenberg
2 from n l t k . t e x t import Text
3
4 moby = Text ( gutenberg . words ( " m e l v i l l e−moby_dick . t x t " ) )
5 pr in t (moby . concordance ( "Moby" ) )

see documentation by typing:
1 >>>help ( Text )
2
3 class nl tk . t e x t . Text ( tokens , name=None )
4 c o l l o c a t i o n s (num=20 , window_size=2 )
5 common_contexts ( words , num=20 )
6 concordance ( word , width=79 , l i n e s =25 )
7 count ( word )
8 d i s p e r s i o n _ p l o t ( words )
9 f i n d a l l ( regexp )

10 index ( word )
11 s i m i l a r ( word , num=20 )
12 vocab ( )
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Concordances

A concordance is the list of all occurrences of a given word together
with its context.
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Concordances
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Concordances

Contexts in which monstrous occurs:

the ___ pictures
a ___ size
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Concordances

Contexts in which monstrous occurs:

the ___ pictures
a ___ size

???
So, what other words may have the same context?
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Concordances

considerably different usage
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Concordances
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Concordances

But wait! be monstrous glad ?!
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Concordances

Apparently Jane Austen does use it this way:

Sense and Sensibility – Chapter 25
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Lexical Dispersion Plots

Location of a word in the text can be displayed using a dispersion
plot

1 from n l t k . book import *
2
3 l i s t = [ " monstrous " , " very " , " exceedingly " , " so " , " h e a r t i l y " , " a

grea t good " , " amazingly " , " as " , " sweet " , " remarkably " , "
ext remely " , " vast " ]

4
5 t e x t 2 . d i s p e r s i o n _ p l o t ( l i s t )
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Lexical Dispersion Plots
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Lexical Dispersion Plots

For most of the visualization and plotting from the NLTK book you
would need to install additional modules:

NumPy – a scientific computing library with support for
multidimensional arrays and linear algebra, required for certain
probability, tagging, clustering, and classification tasks
sudo pip3 install -U numpy

Matplotlib – a 2D plotting library for data visualization, and is used
in some of the book’s code samples that produce line graphs and
bar charts
sudo pip3 install -U matplotlib
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Lexical Dispersion Plots
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Lexical Dispersion Plots

A good usage for lexical dispersion plots?
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Diachronic vs Synchronic Language Studies

Language data may contain information about the time in which it
has been elicited

This information provides capability to perform diachronic
language studies.

Diachronic language study is the exploration of natural
language when time is considered as a factor

The opposite approach is called synchronic language study.
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Diachronic vs Synchronic Language Studies

For example:

synchronic – extracting the occurrence of words in the full
corpus

diachronic – extracting the occurrence of words comparing the
results over time
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Inaugural Address

The Inaugural Address is the first speech that each newly elected
president in the US holds.

Marina Sedinkina- Folien von Desislava Zhekova - Language Processing and Python 24/72



NLTK and Lexical Information
Text Statistics

Lexical Resources
Collocations and Bigrams

References

NLTK book examples
Concordances
Lexical Dispersion Plots
Diachronic vs Synchronic Language Studies

The Inaugural Address Corpus

1789-Washington.txt
1793-Washington.txt
1797-Adams.txt
1801-Jefferson.txt
1805-Jefferson.txt
1809-Madison.txt
1813-Madison.txt
1817-Monroe.txt
1821-Monroe.txt
1825-Adams.txt
1829-Jackson.txt
1833-Jackson.txt
1837-VanBuren.txt
1841-Harrison.txt
1845-Polk.txt
1849-Taylor.txt
1853-Pierce.txt
1857-Buchanan.txt
1861-Lincoln.txt

1865-Lincoln.txt
1869-Grant.txt
1873-Grant.txt
1877-Hayes.txt
1881-Garfield.txt
1885-Cleveland.txt
1889-Harrison.txt
1893-Cleveland.txt
1897-McKinley.txt
1901-McKinley.txt
1905-Roosevelt.txt
1909-Taft.txt
1913-Wilson.txt
1917-Wilson.txt
1921-Harding.txt
1925-Coolidge.txt
1929-Hoover.txt
1933-Roosevelt.txt
1937-Roosevelt.txt

1941-Roosevelt.txt
1945-Roosevelt.txt
1949-Truman.txt
1953-Eisenhower.txt
1957-Eisenhower.txt
1961-Kennedy.txt
1965-Johnson.txt
1969-Nixon.txt
1973-Nixon.txt
1977-Carter.txt
1981-Reagan.txt
1985-Reagan.txt
1989-Bush.txt
1993-Clinton.txt
1997-Clinton.txt
2001-Bush.txt
2005-Bush.txt
2009-Obama.txt
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Inaugural Address

1 from n l t k . corpus import i naugura l
2 >>> inaugura l . f i l e i d s ( )
3 [ ' 1789−Washington . t x t ' , ' 1793−Washington . t x t ' , ... ]
4 >>> inaugura l . words ( ' 1789−Washington . t x t ' )
5 >>> [ ' Fel low ' , '− ' , ' C i t i zens ' , ' o f ' , ' the ' , ' Senate ' , ... ]
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Diachronic Studies via Lexical Dispersion Plots

1 t e x t 2 . d i s p e r s i o n _ p l o t ( [ " c i t i z e n s " , " democracy " , ... ] )
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Diachronic Studies and Google

https://books.google.com/ngrams
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Diachronic Studies and Google

Mirroring social and economic systems and forms of government:
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Diachronic Studies and Google

Scientific fields of study:

Marina Sedinkina- Folien von Desislava Zhekova - Language Processing and Python 30/72



NLTK and Lexical Information
Text Statistics

Lexical Resources
Collocations and Bigrams

References

Basic Text Statistics

Basic Text Statistics

len(text1) – extract the number of tokens in text1

len(set(text1)) – extract the number of unique tokens
(types ) in text1 (vocabulary of text1). You can also use
nltk.text.Text.vocab().

len(text3) / len(set(text3))– lexical diversity
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Basic Text Statistics

It measures the lexical diversity of text3 from the nltk.book collection:

1 from n l t k . book import *
2
3 pr in t ( len ( t ex t3 ) / len ( set ( t ex t3 ) ) )
4
5 # p r i n t s 16 . 050197203298673
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Brown Corpus Stats

The Brown Corpus was the first million-word electronic corpus of
English
created in 1961 at Brown University
contains text from 500 sources
the sources have been categorized by genre
a convenient resource for studying systematic differences
between genres, a kind of linguistic inquiry known as stylistics.

1 from n l t k . corpus import brown
2
3 >>> brown . ca tegor ies ( )
4 >>> [ " adventure " , " b e l l e s _ l e t t r e s " , " e d i t o r i a l " , " f i c t i o n " ,
5 " government " , " hobbies " , " humor " , " learned " , " l o r e " , " mystery " ,
6 "news" , " r e l i g i o n " , " reviews " , " romance " , " s c i e n c e _ f i c t i o n " ]
7
8 >>> brown . words ( ca tegor ies="news" )
9 [ ' The ' , ' Fu l ton ' , ' County ' , ' Grand ' , ' Jury ' , ' sa id ' , ... ]
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Brown Corpus Stats

Lexical diversity of various genres in the Brown Corpus:
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Lexical Resources

A lexicon, or lexical resource, is a collection of words and/or
phrases along with associated information (part-of-speech, sense
definitions)

Lexical resources are secondary to texts, usually created and
enriched with the help of texts.
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Lexical Resources Example

vocab = sorted(set(my_text)) – builds the
vocabulary of my_text

word_freq = FreqDist(my_text) – counts the
frequency of each word in the text

con_freq =
ConditionalFreqDist(list_of_tuples) – calculates
conditional frequencies
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Frequency Distributions

>>> from nltk import FreqDist
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Frequency Distributions

hapaxes: words that only occur once in the text

use NLTK to extract these: fdist1.hapaxes()

hapaxes in the Inaugural Address: ...’Brutus’,
’Budapest’, ’Bureau’, ’Burger’, ’Burma’...
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Frequency Distributions

Frequency distributions:

differ based on the text they have been calculated on

may also differ based on other factors: e.g. categories of a
text (genre, topic, author, etc.)

we can maintain separate frequency distributions for each
category.
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Conditional Frequency Distributions

Conditional frequency distributions:
are collections of frequency distributions
each frequency distribution is measured for a different condition
(e.g. category of the text)
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Conditional Frequency Distributions

Conditional frequency distributions allow us to:

focus on specific categories

study systematic differences between the categories
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Conditional Frequency Distributions

frequency distribution counts observable events

conditional frequency distribution needs to pair each event with a
condition (condition, event)

1 >>> t e x t = [ " The " , " Fu l ton " , " County " , " Grand " , ... ]
2 >>> pa i r s = [ ( "news" , " The " ) , ( "news" , " Fu l ton " ) , ... ]
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Conditional Frequency Distributions

1 >>> genre_word = [ ( genre , word )
2 ... for genre in [ " news" , " romance " ]
3 ... for word in brown . words ( ca tegor ies=genre ) ]
4 >>> len ( genre_word )
5 170576
6

7 >>> genre_word [ : 2 ]
8 [ ( " news" , " The " ) , ( " news" , " Fu l ton " ) ]
9 >>> genre_word[−2 : ]

10 [ ( " romance " , " a f r a i d " ) , ( " romance " , " not " ) ]
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Conditional Frequency Distributions

Then you can pass the list to ConditionalFreqDist():

1 >>> from n l t k import Cond i t i ona lF reqD is t
2 >>> cfd = n l t k . Cond i t i ona lF reqD is t ( genre_word )
3 >>> cfd
4 <Cond i t i ona lF reqD is t w i th 2 cond i t i ons >
5 >>> cfd . cond i t i ons ( )
6 [ " news" , " romance " ]
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Conditional Frequency Distributions

1 >>> cfd [ "news" ]
2 <FreqDis t w i th 100554 outcomes>
3 >>> cfd [ " romance " ]
4 <FreqDis t w i th 70022 outcomes>
5 >>> l i s t ( c fd [ " romance " ] )
6 [ " , " , " . " , " the " , " and " , " to " , " a " , " o f " , "was" , " I " , " i n " , " he " ,

" had " , " ? " , " her " , " t h a t " , " i t " , " h i s " , " she " , " w i th " , " you " ,
" f o r " , " a t " , "He" , " on " , " him " , " sa id " , " ! " , "−−" , " be " , " as

" , " ; " , " have " , " but " , " not " , " would " , "She" , " The " , ... ]
7 >>> cfd [ " romance " ] [ " could " ]
8 193
9 >>> cfd [ "news" ] [ " could " ]

10 93
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Conditional Frequency Distributions

1 import n l t k
2 from n l t k . corpus import i naugura l
3

4 cfd = n l t k . Cond i t i ona lF reqD is t ( (w, f i l e i d [ : 4 ] )
5 for f i l e i d in i naugura l . f i l e i d s ( )
6 for w in i naugura l . words ( f i l e i d )
7 for t a r g e t in [ " american " , " c i t i z e n " ]
8 i f w. lower ( ) . s t a r t s w i t h ( t a r g e t ) )

???
How many conditions will be generated here?
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Conditional Frequency Distributions

1 import n l t k
2 from n l t k . corpus import i naugura l
3
4 cfd = n l t k . Cond i t i ona lF reqD is t ( (w, f i l e i d [ : 4 ] )
5 for f i l e i d in i naugura l . f i l e i d s ( )
6 for w in i naugura l . words ( f i l e i d )
7 for t a r g e t in [ " american " , " c i t i z e n " ]
8 i f w. lower ( ) . s t a r t s w i t h ( t a r g e t ) )
9 pr in t ( c fd . cond i t i ons ( ) )

10 # [ ' American ' , ' Americanism ' , ' Americans ' , ' C i t i zens ' , '
c i t i z e n ' , ' c i t i z e n r y ' , ' c i t i z e n s ' , ' c i t i z e n s h i p ' ]
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Visualize cfd with: cfd.plot()

1 from n l t k import Cond i t i ona lF reqD is t
2 help ( Cond i t i ona lF reqD is t )
3 >>>
4 ...
5 p l o t ( s e l f , * args , * * kwargs )
6 | P l o t the given samples from the c o n d i t i o n a l f requency
7 | d i s t r i b u t i o n .
8 |
9 | : param samples : The samples to p l o t

10 | : type samples : l i s t
11 | : param t i t l e : The t i t l e for the graph
12 | : type t i t l e : st r
13 | : param cond i t i ons : The cond i t i ons to p l o t ( d e f a u l t is a l l )
14 | : type cond i t i ons : l i s t
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udhr – Universal Declaration of Human Rights Corpus: the
declaration of human rights in more than 300 languages.

1 from n l t k . corpus import udhr
2 >>>udhr . f i l e i d s ( )
3 [ ' Abkhaz−C y r i l l i c +Abkh ' , ' Abkhaz−UTF8 ' , ' Achehnese−Lat in1 ' , ... ]
4 >>>udhr . words ( " Engl ish−Lat in1 " )
5 [ ' Un iversa l ' , ' Dec la ra t i on ' , ' o f ' , 'Human ' , ' R ights ' , ... ]
6
7 languages = [ " Chickasaw " , " Engl ish " , " German_Deutsch " , "

Green land i c_ Inuk t i ku t " , " Hungarian_Magyar " , " I b i b i o _ E f i k " ]
8 c fd = n l t k . Cond i t i ona lF reqD is t ( ( lang , len ( word ) )
9 for lang in languages

10 for word in udhr . words ( lang + "−Lat in1 " ) )
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cfd.plot()
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1 cfd . t abu la te ( cond i t i ons =[ " Engl ish " , "
German_Deutsch " ] , samples=range ( 5 ) )

2

3 # 0 1 2 3 4
4 # Engl ish 0 185 340 358 114
5 # German_Deutsch 0 171 92 351 103
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Collocations and Bigrams

A collocation is a sequence of words that occur together
unusually often.

Thus red wine is a collocation, whereas the wine is not.

Collocations are resistant to substitution with words that have
similar senses; for example, maroon wine sounds very odd.
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Collocations and Bigrams

Bigrams are a list of word pairs extracted from a text

Collocations are essentially just frequent bigrams

1 >>> from n l t k import bigrams
2 >>> l i s t ( bigrams ( [ " more " , " i s " , " sa id " , " than " , " done " ] ) )
3
4 >>> [ ( ' more ' , ' i s ' ) , ( ' i s ' , ' sa id ' ) , ( ' sa id ' , ' than ' ) , ( '

than ' , ' done ' ) ]
5
6 >>> from n l t k import t r i g rams
7 >>> l i s t ( t r i g rams ( [ " more " , " i s " , " sa id " , " than " , " done " ] ) )
8
9 >>> [ ( ' more ' , ' i s ' , ' sa id ' ) , ( ' i s ' , ' sa id ' , ' than ' ) , ( ' sa id

' , ' than ' , ' done ' ) ]

Marina Sedinkina- Folien von Desislava Zhekova - Language Processing and Python 56/72



NLTK and Lexical Information
Text Statistics

Lexical Resources
Collocations and Bigrams

References

Generating Random Text with Bigrams

Generating Random Text with Bigrams

1 >>> sent = [ " In " , " the " , " beginning " , "God" , " created " , "
the " , " heaven " , " and " , " the " , " ear th " , " . " ]

2 >>> [ y for y in n l t k . bigrams ( sent ) ]
3
4 [ ( " In " , " the " ) , ( " the " , " beginning " ) , ( " beginning " , "God" ) ,

( "God" , " created " ) , ( " created " , " the " ) , ( " the " , "
heaven " ) , ( " heaven " , " and " ) , ( " and " , " the " ) , ( " the " , "
ear th " ) , ( " ear th " , " . " ) ]
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Generating Random Text with Bigrams

1 import n l t k
2
3 t e x t = n l t k . corpus . genesis . words ( " eng l ish−k j v . t x t " )
4 bigrams = n l t k . bigrams ( t e x t )
5 c fd = n l t k . Cond i t i ona lF reqD is t ( bigrams )
6
7 pr in t ( c fd . cond i t i ons ( ) )
8 >>> [ ' In ' , ' the ' , ' beginning ' , 'God ' , ' c reated ' , ... ]

We treat each word as a condition, and for each one we create a
frequency distribution over the following words
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Generating Random Text with Bigrams

1 import n l t k
2
3 t e x t = n l t k . corpus . genesis . words ( " eng l ish−k j v . t x t " )
4 bigrams = n l t k . bigrams ( t e x t )
5 c fd = n l t k . Cond i t i ona lF reqD is t ( bigrams )
6
7 pr in t ( l i s t ( c fd [ " l i v i n g " ] ) )
8 >>> [ ' c rea tu re ' , ' t h i ng ' , ' sou l ' , ' . ' , ' substance ' , ' , ' ]

6 words that have condition "living”: living creature, living thing, living
soul, ...
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Generating Random Text with Bigrams

1 import n l t k
2
3 t e x t = n l t k . corpus . genesis . words ( " eng l ish−k j v . t x t " )
4 bigrams = n l t k . bigrams ( t e x t )
5 c fd = n l t k . Cond i t i ona lF reqD is t ( bigrams )
6
7 pr in t ( l i s t ( c fd [ " l i v i n g " ] ) )
8 >>> [ ' c rea tu re ' , ' t h i ng ' , ' sou l ' , ' . ' , ' substance ' , ' , ' ]
9

10 pr in t ( l i s t ( c fd [ " l i v i n g " ] . values ( ) ) )
11 >>> [ 7 , 4 , 1 , 1 , 2 , 1 ]

living creature = 7 times, living thing = 4 times, ...
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Generating Random Text with Bigrams

1 import n l t k
2
3 t e x t = n l t k . corpus . genesis . words ( " eng l ish−k j v . t x t " )
4 bigrams = n l t k . bigrams ( t e x t )
5 c fd = n l t k . Cond i t i ona lF reqD is t ( bigrams )
6
7 pr in t ( l i s t ( c fd [ " l i v i n g " ] ) )
8 >>> [ ' c rea tu re ' , ' t h i ng ' , ' sou l ' , ' . ' , ' substance ' , ' , ' ]
9

10 pr in t ( l i s t ( c fd [ " l i v i n g " ] . values ( ) ) )
11 >>> [ 7 , 4 , 1 , 1 , 2 , 1 ]
12
13 r e s u l t = c fd [ " l i v i n g " ] . max ( )

Most likely token in that context is "creature"
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Generating Random Text with Bigrams

1 import n l t k
2
3 def generate_model ( c f d i s t , word , num=15 ) :
4 for i in range (num) :
5 pr in t ( word , end= ' ' )
6 word = c f d i s t [ word ] . max ( )
7
8
9 t e x t = n l t k . corpus . genesis . words ( " eng l ish−k j v . t x t " )

10 bigrams = n l t k . bigrams ( t e x t )
11 cfd = n l t k . Cond i t i ona lF reqD is t ( bigrams )
12
13 generate_model ( cfd , ' l i v i n g ' )
14 >>> l i v i n g c rea tu re t h a t he said , and the land of the land

of the land
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Language Guesser Task

Implement a language guesser that takes a given text and outputs the
language it thinks the text is written in

build_language_models() should calculate a conditional
frequency distribution where

the languages are the conditions
the values are frequency distribution of the lower case characters

1
2 languages = [ ' Eng l ish ' , ' German_Deutsch ' , ' French_Francais ' ]
3
4 # udhr corpus conta ins the Un iversa l Dec la ra t i on o f Human Rights

i n over 300 languages
5 language_base = dict ( ( language , udhr . words ( language + '−Lat in1 ' ) )

for language in languages )
6
7 # b u i l d the language models
8 langModeler = LangModeler ( languages , language_base )
9 language_model_cfd = langModeler . bui ld_language_models ( )
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Language Guesser Task

Implement a language guesser that takes a given text and outputs the
language it thinks the text is written in

1 languages = [ ' Eng l ish ' , ' German_Deutsch ' , ' French_Francais ' ]
2
3 # udhr corpus conta ins the Un iversa l Dec la ra t i on o f Human Rights

i n over 300 languages
4 language_base = dict ( ( language , udhr . words ( language + '−Lat in1 ' ) )

for language in languages )
5
6 # b u i l d the language models
7 langModeler = LangModeler ( languages , language_base )
8 language_model_cfd = langModeler . bui ld_language_models ( )
9

10 # p r i n t the models f o r v i s u a l i nspec t i on ( you always should have a
look a t the data )

11 for language in languages :
12 for l e t t e r in l i s t ( language_model_cfd [ language ] . keys ( ) ) [ : 10 ] :
13 pr in t ( language , l e t t e r , language_model_cfd [ language ] . f r eq ( l e t t e r ) )
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Language Guesser Task

guess_language(language_model_cfd,text)
returns the most likely language for a given text according to the
algorithm that uses language models

1 t e x t 1 = " Peter had been to the o f f i c e before they a r r i v e d . "
2 t e x t 2 = " Si tu f i n i s tes devoi rs , j e te donnerai des bonbons . "
3 t e x t 3 = "Das i s t e in schon rech t langes deutsches B e i s p i e l . "
4
5 # guess the language by comparing the frequency d i s t r i b u t i o n s
6 pr in t ( " guess f o r eng l i sh t e x t i s " , guess_language (

language_model_cfd , t ex t1 ) )
7 pr in t ( " guess f o r f rench t e x t i s " , guess_language (

language_model_cfd , t ex t2 ) )
8 pr in t ( " guess f o r german t e x t i s " , guess_language (

language_model_cfd , t ex t3 ) )
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Language Guesser Task

Implementation of
guess_language(language_model_cfd,text):

1 calculate the overall score of a given text based on the frequency
of characters accessible by
language_model_cfd[language].freq(character).

1 for language in language_model_cfd . cond i t i ons ( ) :
2 score = 0
3 for charac te r in t e x t :
4 score += language_model_cfd [ language ] . f r eq ( charac te r )

2 return the most likely language with the maximum score
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Language Guesser Task

Language models:

the languages are the conditions

the values: FreqDist of the lower case characters→ character
level unigram model

the values: FreqDist of bigrams of characters→ character
level bigram model

the values: FreqDist of words→ word level unigram model

the values: FreqDist of bigrams of words→ word level bigram
model
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Language Guesser Task

The distribution of characters in a languages of the same
language family is usually not very different.

Thus, it is difficult to differentiate between those languages using
a unigram character model.
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Exercise 1

What is calculated in this function?

1 from n l t k . corpus import i naugura l
2 import n l t k
3
4 def x_method ( ) :
5
6 x _ d i c t = n l t k . d e f a u l t d i c t ( i n t )
7 for f i l e I d in i naugura l . f i l e i d s ( ) :
8 words = inaugura l . words ( f i l e I d )
9 for i in range ( 0 , len ( words )−1 ) :

10 i f words [ i ] . lower ( ) == ' f r ee ' :
11 x _ d i c t [ words [ i +1 ] ] += 1
12 return sorted ( x_d ic t , reverse=True ) [ : 5 ]
13 pr in t ( x_method ( ) )
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Exercise 2

What is calculated here?
1 import n l t k
2 languages = [ ' eng ' , ' de ' , ' f r ' ]
3 words = { ' eng ' : [ ' Un iversa l ' , ' Dec la ra t ion ' , ' o f ' , 'Human ' ] ,
4 ' de ' : [ ' Die ' , ' Al lgemeine ' , ' Erk lärung ' , ' der ' , ... ] ,
5 ' f r ' : [ ' Déc la ra t ion ' , ' u n i v e r s e l l e ' , ' des ' , ... ] }
6
7 c fd = n l t k . Cond i t i ona lF reqD is t (
8 ( language , word )
9 for language in languages

10 for word in words [ language ] )
11 >>> pr in t ( c fd . cond i t i ons ( ) )
12 >>> 1 . ???
13 >>> pr in t ( c fd [ ' eng ' ] )
14 >>> 2 . ???
15 >>> pr in t ( c fd [ ' eng ' ] . keys ( ) )
16 >>> 3 . ???
17 >>> pr in t ( c fd [ ' eng ' ] [ 'Human ' ] )
18 >>> 4 . ???
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Exercise 3

What is calculated in x1, x2, x3, x4?

1 def s t a t i s t i c s ( t e x t ) :
2 x1 = len ( t e x t )
3 x2 = len ( set ( t e x t ) )
4 x3 = len ( t e x t ) / len ( set ( t e x t ) )
5 x4 = sum ( [ len (w) for w in t e x t ] ) / len ( t e x t )
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